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Abstrack This paper examinea the prob~em of calculating inter-

rnodulation levels and mixer spurious responses in nonlinear

microwave circuits. We examine the effects of device modelsj

analytical methods, dynamic range, and linear elements cm amr-

racy. We also describe ways to obtain accurate analyses af these

phenomena using rwail~ble kmmork-balance and Vn&ra-

series circuit simulators.

I. Introduction

In recent years the wai~ability ofgtmeti-ppose harmonic-bal-

ance and Voltezra-a-eties sirmdatms has made it possible far eogi-

neers te eorwinee themselves tbnt they ean c~lctdate

intermodulatkm (IM) Levels of a wide variety of microwave

components. However, this ccmvictitm has been mare of a reli-

giaus belief than a scieatifkz cmtz frM reasmw oat always dear to

the user, these analytical tads oftea f%ik ta predict IIkf levels

accurately. In other cases, the huge amount of compu~tkn

reqtrirerl to obtain a merfningfirl rtzwdt makes srrch crdculatiom

appear to be impractical.

Fortunately, with a little understanding otw can circumvent

many (bu~ alas, not all) of these problems. The diilbkies usm

ally reside iri one or more of several critical arerw these are (1)

the device model; (2) the method of arm!ysi~ (3) the dynamic

range of the calculation, (4) tixe selection of frequency compo-

nent and (5) limitations of the linerudwuit modek Umfo*-
nately, not all of these factors are tinder the user’s control.

11.What Affects the Accuracy @E%ECaIcwIatimsT

It maybe surprising to some mtgineers that. in spite of the

intense work in the last few yeaxs orI the simulation Gfncrnlinear

microwave circuits, very little work has beem ckaw to amswcr the

following tteceptiveIy simpk cytesticsw.

What properties of a device model w an
analytical techniqwe affect the accuracy

of a mdhear circuit analysis?

The answer is usually assumed without p~oofi use as many fre-

quency components as pasl%te (witbii ofccmrsc, pmcficai Iim-

its), make sure that the model acm.tmtely Eeproduccs the device’s

~ ~d @V characteristics, and model the linear part of the ch-

cwit as well as possible. These assumptions represent only about

half the answes We will address the rest of the answer in the rest

of this paper.

A. Dtwiee models

The earliest attempts at what eventually became known as har-

monic-balance analysis [1-5] were applied to diode mixers. Ftw-

tunately for those researcher.% the SchMtky-barrier diode is a

solid-state device @erbapa the cdy device) that can be modeled

adequately, for ahnast all purpos~ by a simple set of ckmed-

form, qtmsi-static equatian% The success of these efforts (and

they wero indeed .ww@ssfid) foewwd subsequent vwwk prima-

rily on analytical teclmique>, and lesson the madelhrg of scdid-

state devices. As m technology rnatm-e~ it was assumed that

the same techniqws that worked far dk-xfes would wadt for

FE”% as welk chmacterize the IN characteristics of the dmni-

nant resistive nadinermities snd the C/v or Q/V characteristics

of the reactive nmdinemities. As it lmppemed, this approach was

adequate for many FET applicrkionx for fundamental-frequemcy

circuits such as power amplifiem, for tow-harmonic frequeney

multipliers, and for mixers using Iarge-sigaal/smatI-signal anal-

ysis [6]. However, engineers eventually recognized that it was

not working when they tried to apply it to internmduiatian anal-

ysis.

Why?

This approach is flawed by the fact that it models only the static

nordinearities in the device. If these are well modeled, first-order

nonlinearities--whicb are proportional to the derivative of the

static nordinearities--usua]ly are adequately modeled as well.

However, higher order nonIinearities are not automatically well

modeled, especia~ly in weakiy nonlinear devices such as FETs.

The reason, most fundamentally, is that modeling a real function

accurately does not automatically model its derivatives accu-

rately.

It is pssible to show that the levels of nth-order intermodulation

components depend most strongly on the nth and Iower deriva-

tives of the dominant w or Q/V nonlinearities. Thus, if you

want to obtain good results for third-order IM calculations, your

device model must accurately express the first three derivatives

af the device’s I/V characteristic; this generally will not be the
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case if you take care to model only the static I/V. With this point

in mind, we can formulate our first rule:

The First Law of IM Analysis: TO achieve accurate nth-

order IM calculations, one must model accurately the device k
I/V or QJV characteristic and itsjh-st n derivatives.

It is important to note that this stipulation is independent of the

means used to model the device; it is not limited to closed-form

expressions. Thus, even if the device is modeled by a fairly

abstruse numerical calculation, the derivatives of the I/V and

Q/V characteristics implicit in that model must be correct for the

calculation to be accurate. Also, it is valid regardless of the type

of analysis employed (more on that below).

Schottky diodes are nearly ideal exponential devices, and the

standard methods for modeling them [6] work well for IM anal-

ysis. l[n FETs, however, the situation is more complicated. In

FETs the controlled drain-current source is the dominant nonlin-

earity, and many of the conventional techniques for modeling a

FET do not automatically express its derivatives adequately.

Methods for measuring and modeling the derivatives of this non-

linearity have been developed [7-8]; one effective method is to

extract the derivatives from measurements of low-frequency

small -signal harmonics, much as one might use gain measure-

ments to find the FET’s transconductance. It is usually impossi-

ble tc~obtain the derivatives from dc measurements; the

derivatives are small, and are lost in measurement error.

A second consideration should be obvious, but it is ignored often

enough to justify stating it formally:

The Second Law of IM Analysis: to achieve accurate cal-

=ions of any kind @near or nonlinear), one need model the
device only over the range of voltages or currents it experiences
in operatwn.

If the FET is used as a small-signal amplifier, the voltages across

its nonlinear elements deviate only incrementally horn their bias

values. Therefore, it is necessary to know only the I/v deriva-

tives at the gate-bias voltage. However, in FET mixers a large-

signa 1LO voltage is applied to the gate, so the gate voltage var-

ies continuously between pinchoff and a small forward-bias

voltage. In this case, it is necessary that the model express the

derivatives accurately over this entire range. This makes the

modeling of FETs for IM analysis of mixers considerably more

demanding than for amplifiers.

B. The method of analysis

With today’s heavy emphasis on harmonic-balance analysis, it is

easy to forget that harmonic balance is only one of several ways

to analyze nonlinear circuits. Time-domain methods (embodied

in programs such as SPICE E) have a place in the microwave

world (although SPICE is not well suited for IM analysis), and

Volterra-series methods have advantages that complement har-

monic balance. Volterra-series analysis avoids many of the prob -

lems inherent in harmonic balance, and is the method of choice

for ci~lculating levels of small-signal IM and related phenomena

(e.g. AM/PM conversion and desensitization).

The main advantages of Volterra-series analysis over harmonic

balance are that it is nonherative, requires less computer mem-

ory, and does not require Fourier transforms; thus, its computa-

tion cost is lower and dynamic range is far greater. Furthermore,

one need not develop a mathematical expression to model the

device’s I/V characteristic all that is necessary are the Taylor-

series coefficients of the norrlinearities’ I/V characteristics (i.e.,

the derivatives) at their bias voltages. The disadvantage of Voh-

erra methods is that they are limited to small excitations and

weak nonlinearities. Nevertheless, the complementarily between

harmonic balance and Volterra analysis is very gratifying: each

succeeds primarily where the other fails. Thus, one more law:

The Third Law of IM Analysis: Use the appropriate
method of analysis. There are choices, you know.

C. Dynamic range of the calculation

It may surprise some to hear that numerical calculations have a

dynamic range: the ratio of the largest to the smallest meaningful

numbers is limited. The “numerical noise” that defines the bot-

tom end of this range comes mostly horn mathematical opera-

tions where the accuracy of the result is unusually sensitive to

errors in the input data. Although classical fast Fourier trans-

forms (IT%), used with single-tone excitation, are remarkably

good in this respect, the discrete Fourier transforms (DFI’s) used

in most harmonic-balance software, with multiple noncommen-

surate excitation frequencies, are much poorer. The result is that

the numerical “trash” generated by the use of such transforms

may be only a few tens of dB below the largest signals, and often

is much larger than the IM products themselves. The IM levels

that result from a calculation in such a situation are clearly mean-

ingless. This dynamic-range limitation of harmonic balance is

one of the best reasons for using Volterra methods for small-sig-

nal IM calculations.

These dynamic-range limitations are not as easy to circumvent

as they might at first appear. The obvious solution is to use larger

excitation levels in the analysis; as long as the levels are kept

well below the compression level of the device, accurate inter-

cept-point calculations should be possible. However, for many

devices that have good linearity but low compression levels

(e.g., heterojunction bipolar transistors), the signal levels must
fit in a narrow window between compression and numerical

oblivion. Put simply, the dynamic range of the calculation is too

low to be practical.

This gives us our fourth law:

The Fourth Law of IM Analysis: Be sure you are aware
of the dynamic-range limitations of the analytical method you
are using.

D. Selection of frequency components

The conventional wisdom states (in part, correctly) that a nonlin-

ear circuit, excited by the frequencies fl, f2, f3 ... generates the

set of mixing frequencies m fl + n f2 + p f3 + ,.. where m, n, p ,,.

are integers. However, IM components at many of these frequen-

cies are insignificant; conversely, limiting the set to some maxi-

mumvalue ofm+n+ p+..., the usual practice, often omits

important frequencies. When the excitations are small, Volterra

analysis can be used to identify the significant frequencies [7].

Unfortunately, very few commercially available harmonic-bal-

ance simulators give the user the freedom to select for himself

the set of frequencies to be used in an analysis. His only option

150



in this case is to use a largesetof ~ frequencies,and@ be pre-

pared to wait a longtimefor a solution to emergefrom the com-

puter. This situation is unfortunate, because the use of the

minimal set of frequencies, instead of the full set, could increase

the efficiency of such simulators significantly. This practice need

not conflict with the need for a larger set of frequencies in the

DFT to achieve adequate dynamic range: the set of frequencies

used for balancing can be a subset of that used in the DFT, and

the sampling methods used in the DFT can be quite independent

of the selection of frequencies. Thus, our fifth law:

The Fifth Law of IM Analysis: Impossible, use only the
minimal set offiequencies necessary in a harmonic-balance
analysis.

E. Linear-element models

Many of the significant mixing frequencies that are generated by

a nonlinear component occur at remarkably high or low frequen-

cies. Currents and voltages at these frequencies appear not only

in the nonlinear part of the circuit, but also in the linear part.

Thus, the models of such structures as microstrip discontinuities

may have a significant effect on the accuracy of the calculation.

Unfortunately, it is rarely possible to model elements such as

microstrip discontinuities at very high frequencies. This is less

of a problem than it might appear to be, because the parasitic

capacitances of the solid-state device very probably will short-

circuit it at high frequencies, limiting the effect of inaccuracies

in the models of linear-circuit elements. In spite of this, it is

important that the accuracy of linear-element models degrade

gracefully at both high and low frequencies. Often such models

are untested at high frequencies, and their behavior is decidedly

bizarre outside their range of interest. For example, the author

has encountered one microstrip discontinuity model that created

a dc voltage in the junction; this effect was not noticed when it

was used in a linear, RF-frequency circuit simulator, but in a har-

monic-balance simulator it offset the dc bias and thus presented

a serious problem. Again, this phenomenon is not under the

user’s control.

The Sixth Law of IM Analysis: Be aware ofpossible lim-
itatwns of circuit models at unusually low or high jiequencies,
and expect surprises.

III. Conclusion

TM paper has discussed some of the factors affecting the accu-

racy of intermodulation calculations. In order to perform such

calculations successfully, the expression for the I/V characteris-

tic of the solid-state device must accurately reproduce not only

the characteristic itself, but also its derivatives. One must fur-

thermore choose the most appropriate analytical technique and

be mindful of the dynamic-range limitations of Fourier trans-

forms, the need to use an adequate and correct set of frequency

components, and finally of the limitations of linear-element

models,
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